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Introduction

Together, the TREC Very Large Collection (VLC) Track and its sucaets® Web Track have run
for seven years, after an initial VLC pre-track. During that time five nest ¢tellections have been
created, five different types of retrieval task have been studiedga tarmber of important issues have
been addressed, and new methods have been tried, not only forakthav also for test collection
construction.

Since the Web Track was a natural evolutionary step from the VLC Tfeak, here on we will refer
to them as a single VLC/Web track.

The corpora created in support of the track have been distributed to narel#® organisations
world wide; they are clearly being used for evaluation and researgopes well beyond the confines
of TREC. Not only that but the Web Track model has been adopted for sidgifmanese language eval-
uations within the context of NTCIR (NII-NACSIS Test Collection for IR 8yss,research.nii.
ac.jp/ntcir/index-en.html ).

Each edition of the VLC/Web Track (except the 1996 VLC Pre-track)dha@mdy been described in
a Track Overview paper in the appropriate TREC Proceedings. [28QR2@&0, 22, 23, 16] This chapter:

e Provides a layperson’s guide to the track.

e Briefly summarises the history of the track and consolidates key information.

e Documents the VLC/Web resources which are available for ongoing iexpetation and how to
obtain them.

e Discusses the contributions of the track to achieving stated TREC goals.

e Lists the questions which have been addressed by the track over tseapelaoutlines the current
state of knowledge with respect to them.

e Discusses the impact which the track has had outside TREC.

e Reflects upon what has been achieved by the track and what has not.

e Recognizes the limitations on what can possibly be achieved by the track.
¢ Indicates directions for future work in the area.

e Acknowledges contributions.



Table 1: Summary of VLC and Web Track evaluations 1996 - 2003.

Year | No. Track/Task Coll. Topics No. Partic.
1996 | TREC-5 Pre-VLC CDs 1-4 | 251-300 (From Ad Hoc) 4
1997 | TREC-6 VLC VLC 301-350 (From Ad Hoc) 7
1998 | TREC-7 VLC VLC2 351-400 (From Ad Hoc) 7
1999 | TREC-8 Large Web VLC2 50/10000 (From SE NLQ logs) 8
Small Web WT2g 401-450 (Joint w. Ad Hoc) 17
2000 | TREC-9 Large Web (Online Srvcs) VLC2 50/10000 (From SE NLQ logs) 5
Main Web WT10g | 451-500 (Rev. Eng. SE) 19
2001 | TREC-2001| Web Topic Relevance WT10g | 501-550 (Rev. Eng. SE) 29
Homepage Finding WT10g | EP1-145 (Random target selection) 16
2002 | TREC-2002| Topic Distillation .GOoV 551-600 (NIST engineered) 17
Named Page Finding .Gov NP1-150 (NIST engineered) 18
2003 | TREC-2003| Topic Distillation .GoV TD1-TD50 (NIST engineered) 23
Mixed Named/Homepage .GOV NP151-450 (NIST engineered) 19
Interactive (Topic Dist.) | .GOV 2

Layperson’s guide to the track.

The initial VLC Track evaluations were very similar to those in the Ad Hoc tascidleed in Chapter
[REFER TO CHAPTER 4] and used the same NIST-constructed topics. Asweneé by, the track
focused more on web search and diverged further from the Ad Hauuila.

Web search is different from the retrieval modelled by TREC Ad Hoc beeaf the size of the data
sets (up to five billion documents or more), the type of document, the prearda®ture of interlinking
between documents, the volume of queries submitted (around five hundredchrgiligsies per day to
Web search engines), the length of typical queries (a little over two wardserage) and the types of
search activity undertaken.

Web terminology

Some web-specific terms deserve explanation. We use the\Vietmo refer to the World Wide Web
andwebto refer to any hyperlinked collection of documents served by web pristoparticularly the
HyperText Transfer Protocol (HTTP) [33]. The Web is an exampla wkeb and a web may or may not
be a subset of the Web!

Generally, web documents are encoded in HyperText Markup Laeg({g§ML - Seavww.w3.
org/MarkUp/Overview.html .) though they may also link to images and documents in other for-
mats. Conventionally, web documents are addressible via a unique addthssform of a Uniform
Resource Identifier (URI), more commonly known as a Uniform Resouomator (URL). [43] An
HTML document accessible by this means is usually callegl pageor just apage Within an HTML
document certain groups of words serve asahehorsof outgoing links. These words are normally
highlighted when the document is displayed in a browser.

The collection of text from the anchors of all links targeting a particulaepagalled itseferring
anchor text

As well as the structure imposed by the hyperlink graph, a web posssssetsire because of the



relationship between URLs. This gives rise to the conceptedi siteor justsite For example all the
pages whose URL start withec.nist.gov may be considered to be on the “TREC site” regardless
of links. Those pages which start withec.nist.gov/pubs/ may be considered to be on the
“TREC publications” site. Sites usually have antry pagewhich can also be calledtaome pageThe
URL of a home page is likely to end with a slaséc.nist.gov/pubs/ or in one of a small number

of names such aadex.html  or default.htm

The Web is highly dynamic and, due to automatic page generators, infinites Rdtdch are not
linked to by any other page are discoverable only by knowing or guetisingRL. Such pages may or
may not be considered part of the Web (depending upon definition)ndttipossible to take a complete
snapshot of the Web because the only way of identifying “all” the pagesisa@crawler (also known
as a robot or spider). Crawling can never discover all pages and tedeks, during which time the
structure and content of the Web will have changed significantly.

A crawler starts with a list of to-visit URLs (perhaps jysthoo.com ). It operates by taking a URL
off the list, adding it to a list of URLs which have been visited and fetching #uyemt that URL. Once a
page is fetched, its links are extracted and any previously unseen W&hadded to the to-visit list. This
process continues until the to-visit list is empty. The collection of pagesddtbir a crawler is referred
to asa crawl. Corpora used in the Web Track are crawls or selections from them.

Sometimes crawlers are configured to fetch only URLs within a specifiedhbttelomain (or set
of domains) in order to provide enterprise-level search. For exampleutavard facing local search
engine for Sony might crawl only the publicly accessible pages wihimy.com . Behind the Sony
firewall may be anothegnterprise wehinaccessible to the outside world but searchable by the company’s
enterprise search engineln general, an enterprise search engine must search not only interha
documents but email, database records, contents of document managgstems and files on shared
hard drives.

Other crawlers may visit pages determined to be more likely to be relevant tti@ufza topic. This
is calledfocused crawlingnd may find application insubject portal providing a single search interface
to Web resources on a topic such as chemistry or mental health.

Websearch enginesclude a crawler as well as a conventional text retrieval syskéatasearchers
are brokers which broadcast queries to a set of primary searchesraginl merge the results.

Typical tasks in the track
A typical Web Track experiment proceeds as follows:

1. Documents and query topics:Participants are provided with a set of Web documents and a set of
fifty or more query topics. Each query topic supplies a user’s quergritgs”) and either states or
implies an underlying need (“find me the Qantas home page”, or “find me apgput Qantas”,
or “find me a short list of the most important Qantas pages”).

2. Submitting runs: Participants run the queries over the documents and submit therexults to
NIST. The value of» depends upon the task.

3. Judging (Informational/Transactional): NIST creates a document pool for each query, based on
the results of all participants. Assessors are employed to judge whichdpgoteiments would
satisfy the user’s underlying need. In the case of known (or susfjeitéen search, the correct
answer is determined in advance and the only requirement for human jutdginge to identify
effective duplicates of it.

4. Judging (Navigational): Assessors are employed to locate target items such as homepages. Judg-
ing is then only required to identify duplicates of the target items within the submiited r

3



5. Evaluation: The set of documents judged to satisfy each query is made available. @atsese
judgments, effectiveness can be measured in a number of ways. TWabalrack measures are:

e Precision atr (P@n): Proportion of the top: documents which are satisfactory. P@10=.4
means that 4 of the top 10 documents were satisfactory. A run of 50 queoidsl be
measured according to mean R@

e Success at (S@n): The proportion of queries for which a correct answer was within the
topn. S@1=.5 means that for half the queries, the correct answer waskét.ran

e Mean reciprocal rank of first correct answer (MRR1).
e Mean average precision (MAP).

If method A is significantly better than method B over a large enough numberesfes (and, even
better, over multiple TRECs) then we believe that method A is superior for thisFas example, home
page finding effectiveness has been improved in a number of experiosngsanchor text propagation
[15] or URL type classification [32] so we believe these are useful igaes for home page finding.

Itis understood by VLC/Web Track organisers and participants thawvedasearch is a very complex
and dynamic human activity usually undertaken as part of some broa#leiHawever, the VLC/Web
Track has mostly focused on trying to maximize the value of each individwaleesponse transaction
between a searcher and the search engine. In 2003, this focusoeaebed with the incorporation of
former Interactive Track activities as a sub-track.

VLC/Web Track evaluations are conducted in order to learn things whictelii make more useful
search systems for use in the real world. Each of the ingredients of aTvdek experiment should
therefore be representative of a real-world application. The docursbntdd represent a real docu-
ment set. (For example, a crawl gfov as might be used by a US Government search engine.) The
guery topics and assessors should be representative of reakesksrand preferences. Evaluation mea-
sures should accurately reflect real user requirements and behd@owexample, P@1000 isn’t a very
realistic measure in Web search because few Web searchers look @harotke first five or ten results.

Potted History of the Track

Table 1 provides a summary of dates, collections, tasks and participati@nfolldwing brief history
provides some explanation and context for the events.

In November 1995, David Hawking and the late Paul Thistlewaite proposedréation of a Very
Large Collection Track, in order to ensure that TREC kept pace withelmmigg text collections, par-
ticularly the Web. The track was intended to provide a focus within TREC fsthdy of scalability,
efficiency and the applications of parallelism.

Two new corpora were created to serve these objectives. The fissthee20gB VLC, released in
1997. Itincluded large quantities of newspaper and government datg, gigabytes of USENET news
and a small amount of Web data. The second was the 100gB VLC2, atedricéernet Archive [31]
Web crawl from February 1997. It was released in 1998 and repted a 50-fold increase in data size
over TREC Ad Hoc. Both VLC and VLC2 contained too many documents to juitdyassumption
made in TREC pooling o$ufficiently completeslevance judgments. Accordingly, the evaluation focus
with these collections was necessarily, and appropriately, given thesrwdtiypical Web search, on early
precision.

In 1999, attention shifted away from efficiency and scalability and towardiacting evaluations
which simulated more of the features of Web search. The Large Web Ta8R@required the processing
of 10,000 queries extracted from real Web search logs, of which B8 setected post hoc for judgment.



The 1999 Small Web Task addressed the question of whether hyperlorknation could be used
to improve ad hoc retrieval effectiveness. The Small Web Task uselolsatsof VLC2 documents small
enough to allow easy participation and to enable sufficiently complete releyashgments.

At the Infonortics Search Engines Meeting in April 200@w.infonortics.com/searchengines/
sh00/boston2000pro.html ), Chris Buckley and David Hawking argued the case for the applica-
tion of TREC evaluation methodology to the development of Web search enghepirited debate
between the TRECcers and a panel comprising Larry Page (GoogleRBiewer (Inktomi), Marc Krel-
lenstein (Northern Light), Andrei Broder (Alta Vista) and Jan Pede(serently of InfoSeek) was (in
the opinion of a fully engaged participant) quite valuable to both sides. Eretsengine representatives
argued that the bulk of Web searches did not correspond teetbieing a range of relevant information
task model assumed in TREC ad hoc (and in the Web Track to that time). Thegrglsed that “rele-
vance” judgments should record multiple levels and use judging criteria jpipat®to the task. The Web
Track responded quickly to these suggestions.

In 2000, queries were selected for judgment in the Large Web Task doagtie of whether they
seemed to be attempts to locate an online service, such as downloading M3 §itasling flowers.
Documents were judged to hesefulif and only if they provided direct access to the desired service.
(Relevance was not sufficient.)

Also in 2000, three-level relevance judgments were used for the first tithe Main Web Task. Con-
trary to her own expectations, Voorhees [44] showed that the rankinghe did depend upon whether
they were evaluated using all relevant documents or highly relevannuous only. The topics used
in the Main Web Task were reverse engineered by NIST assessag.clibse queries of interest from
a Web log and used those as the titles of topics. They then decided uponraneitatiion of the need
behind the query and filled in description and narrative fields accordingl2000, some of the titles
deliberately included misspellings.

The 2000 Main Web Task used a new, carefully engineered selectioniMt«&C2, called WT10g [5].

It was selected to ensure a high proportion of inter-server links. Desteparticipants did not report
major gains in ad hoc effectiveness through use of links.

In 2001, use of the VLC2 corpus was suspended because it wasatethtine could be learned from
WT10g. The previous years Topic Relevance Task was repeated witlsiveilar methodology, but
spelling errors were not included this time. In addition, a new type of sgammepage finding) was
introduced. The judging criterion in this case was whether a document wdwthe page (site entry
page) of the entity named in the query. In this type of search both URL andtlin&ture were found to
be highly beneficial.

In 2002, two further types of search have been introduced and ¢évdlirathe context of the .GOV
collection, Named Page finding and Topic Distillation. Unlike the WT2g and WTbligctions, which
were artificial selections from a large whole-of-Web crawl, .GOV is a @m{aibeit truncated) crawl of
a limited but interesting Internet domain. .GOV is a 1.25 million page crawl of thelrgernet domain
collected in early 2002.

Note that homepages constitute the only correct answers in navigati@mehes but are also very
valuable in informational searches — if someone is searching for informaltiont NIST, they will be
happy to see NIST’s home page at the top of the list.

The Named Page Finding Task was a simple variation of the Homepage Findikg Far each
query, the desired result is a single important document but it was noniergethe entry page of a
website.

Both named page finding and homepage finding are related to known-iteoh seahat in each
case a single answer is sought. However there are important diffstefloe usual scenario underlying
known-item search is that the searcher wishes to re-locate a documghiireeseen before. In home-



page finding, it is frequently the case that the searcher has never vistéarget document before and
merely suspects that it existssuspected item searchlot only that, but the homepage may not contain
any text which matches the query or indeed any text at all. It is also poslsdila named page has not
been visited previously (e.g. bus timetable for service 359) and may sometnggaghical rather than
textual (e.gA-Z map of London SE1 ).

The Topic Distillation Task introduced in 2002 was related to earlier Topic Ret® tasks, but
intended to identify key resources on a topic. The task proved difficulkpbam precisely to both
participants and assessors. In essence a perfect topic distillation systddy when given a broad
topic, make a short list of key resources which would closely match the listreah might create as a
bookmark file or to give to students of the topic. Definition of the ideal list is,#fevance, in the mind
of the human judge. Unfortunately, documents identified by the 2002 juddgasiiag key resources did
not accord very well with what participants were expecting.

Accordingly, in 2003, the Topic Distillation task was simplified. Key resoukgere constrained to
be web sites, represented by their entry pages. Thus the topic distillatidretzase a type of homepage
finding, with the important distinction that the query is not generally the nameedértkity represented
by the web site, and there will usually be several good homepages foica top

In 2003, a combined Home Page/Named Page task was set with a total of 368 téso in
2003, the Interactive Track administratively became a sub-track of theTack and studied human
performance on topic distillation.

Relation to TREC Goals

The VLC/Web Track has contributed significantly in achieving TREC's fpaais. [36]

Goal 1: To encourage research in information retrieval basd on large test collections

We interpretlarge test collectiongs meaning, “large enough to be confident that results obtained will
apply in the majority of current retrieval applications of that type.” We abersit risky to extrapolate
results from a test collection of a particular collection to real collections maredh order of magnitude
larger. The definition of what qualifies asaage test collectiorhas needed frequent review because the
lifetime of TREC has coincided with phenomenal growth, not only in the scakabtearch applications
but also in the volume of searches conducted.

In 1992 the scale of the TREC-1 ad hoc collection reflected that of CD-&@Mctronic newspaper
archives, collections of legislation, parliamentary transcripts and the @éctext holdings of govern-
ment agencies and certain enterprises. Library catalogs were of a sicailarasd so were information
sources on the Internet such as FTP and Gopher servers and UStENE collections. The total amount
of electronic text spread across these types of collection was of cenossous but, in 1992, there was
no effective means to combine them.

Even at the time of TREC-1, powerful forces were at work which woukkamably increase the
scale of text collections over which people wanted to search. Even g/ stadf accumulation of new
material resulted in high proportional growth because many organisataaherly recently started to
store their text electronically. In addition, the number of organisations atididinals producing and
publishing electronic text was increasing and means were being devedgpelich collections could
be aggregated for the purpose of unified search.

The Wide Area Information Service WAIS was released by Thinking Mashi@orporation in
1991 [46] and by February 1993, there were approximately 400 WAIl#ess. (www.upenn.edu/
computing/printout/archive/v09/4/navigation.html ). The University of Nevada’s



VERONICA tool for searching multiple Gopher Sites was first released imehiber 1992 and that
same year saw the first implementations of the Z39.50 protocol. [35] Howayéar the most signifi-
cant development was the advent of the World Wide Web.

In early 1992 [8] the first Web browser was released and late in thattlyese were 26 generally
accessible Web servers. [6] Within the lifetime of TREC that number hasmgtovan estimated 150
million! [46] Furthermore, the world has come to expect that all of those siikébesvsearchable via a
single interface.

The Lycos search engine was launched in May 1994 by Michael MaufddiviiJ (www.clubi.
ie/webserch/engines/lycos/index.htm ) and AltaVista followed in December 1995. The
subsequent growth in the amount of Web data indexed by commerciahsagimes was so rapid that
TREC could not keep up.

At the time it was first distributed (1998) the 18.5 million page VLC2 collection wasgarable
to the coverage of Lycos, though much smaller than that of Alta Vista. Fiaesytater, in 2003, major
search engines were indexing 200 times as many documents as are in VLC2!

Given that the average size of Web pages in 2004 is of the order of, 20kBdata size of the
collections indexed by Google and Yahoo! search engines is of the ofd# - 100 terabytes, not
including images and other binary data. Distributing that quantity of data a$ eotisction would be
logistically infeasible. Not only that, but few if any TREC patrticipants wouldalie to deploy the
hardware resources and advanced engineering capability ngcesdaal with it.

While TREC is constrained to operate with test collections a couple of orfleragnitude smaller
than the Web, Web search engine companies are unlikely to look to it foreadwiscalability or effi-
ciency techniques. Furthermore, results obtained using WT10g or .G&W data sets and link graphs
should be extrapolated with great caution to the Web as a whole. Despite ¢hid, @iWeb Track does
offer a collaborative environment in which methods and hypothesesecproposed and tested.

Retrieval within the webs operated by organisations is both commercially impartdrscientifically
interesting. The scale of VLC/Web evaluations is well matched to this type bfgoro The amount of
text data held by large organisations is growing but it remains true that tiwidnal organisations hold
more than 18.5 million documents.

Diminishing difficulties posed by large test collections.

In 1992 the 2 gB data size of the TREC-1 collection set a difficult indexindlawhich some patrtici-
pants were unable to surmount. [19] However, hardware and indediranaes over the next few years
dramatically reduced the challenge.

At TREC-7 (November 1998), David Hawking showed that it was posgibliedex the Ad Hoc
collection and process 50 queries within a one-hour conference slog asly a mid-range laptop
computer (266MHz Pentium I, 128MB RAM and 6gB internal disk). Th#ofwing November he
demonstrated that with the addition of a second 10gB disk, the same laptopprooéss queries at a
reasonable rate over pre-built indexes for the full VLC2 collection.

In TREC-2002, 23 groups succeeded in indexing the 18 gB .GOV colleatidrsubmitting runs.

Goal 2: To increase communication among industry, academjand government by creat-
ing an open forum for the exchange of research ideas

The Web Track attracted more than ten commercial participants in 2001. ldgvemdeavours to per-
suade [27] and later to provoke [24] Web search engine companies ia jutve so far been unsuccess-
ful.



Despite this, employees of commercial search engine companies suclk aauJdexcite), Andrei
Broder, Monika Henzinger and Michael Moricz, Peter Anick and Badwvig (Alta Vista), Knut Magne
Risvik and Per Gunnar Auran (Fast/AlltheWeb), Edwin Cooper (the Elebtdnk), Krishna Bharat,
Amit Singhal, Larry Page and Ron Dolin (Google), Raman ChandrasekiaaBill Bliss (MSN Search),
and Andy MacFarlane (Omsee) have contributed to the planning of tréigkias and interpretation of
results. (Affiliations shown are those applicable at the time.)

An invited talk by Andrei Broder (then Chief Scientist at Alta Vista) during Wieb plenary session
at TREC-9 (2000) [7] in which he proposed the classification of segqmds into Informational, Navi-
gational and Transactional and expanded on his Search Engine£@d@ty of the term “Adversarial
Information Retrieval”, was very well received by the TREC audience.

A number of attempts have been made to highlight the relevance of TREC rasdltsethodology
to the search engine companies by comparing the performance of TREInsywith that of public
search engines (without their cooperation). These are summarised ictimngbelow) entitled “How
do TREC systems compare to Web search engines?”.

Itis now clear that the major search engine companies take scientific evalagtineir search quality
very seriously, even if they do not publish results of their evaluations.

Goal 3: To speed the transfer of technology from research labinto commercial prod-
ucts by demonstrating substantial improvements in retriesal methodologies on real-world
problems

It is difficult to estimate the rate of technology transfer between TREC anddie (and enterprise)
search industry because commercial companies are free to adopt diseeligorithms and methodolo-
gies published in TREC and under no obligation to disclose to the extent to taghilo.

As mentioned above, there are significant limits on how much the VLC/Web Teaatknfluence the
engineering of whole-of-Web search engines. It is quite clear that mapgnch engine companies are
a long way ahead of academic research laboratories in these aregshalieeaccumulated substantial
experience with crawling and indexing quantities of data orders of magritydnd the scope of TREC.

Furthermoresrawl qualityandspam rejectiorare essential to high quality Web search and neither are
amenable to study within a static test collection. The quality of a crawl refersrecigmncy and coverage
and the extent to which low-value, and duplicate or near-duplicate pagexeluded. Spam refers to
artificial Web pages and structures designed to inappropriately proméénceages in search engine
result lists. To be successful, spam technology must and does agaly ta changes in search engine
algorithms. Any counter-measure developed to defeat one type of spald in reality be immediately
subject to a counter-counter-measure, but this cannot happen in aesatiollection.

As previously noted, the web search industry is much broader than whaleb search and the
VLC/Web evaluations have direct bearing on enterprise and portallsdais known that technologies
based on VLC/Web Track results do make their way into products in theas. d&ee Page 20.)

Goal 4: To increase the availability of appropriate evaluaton techniques for use by indus-
try and academia, including development of new evaluationgchniques more applicable
to current systems

This is an area in which major progress has been made by, and in conjymdgtiothe VLC/Web Track.
As noted in the introduction five test corpora (see Table 2) have beatedrand evaluation methodolo-
gies for five different types of search (topic relevance, online seffiunciing, homepage finding, named
page finding and topic distillation) have been developed.



Judgments involving WT2g, WT10g and .GOV are for most purposesablels Although past
judgments involving VLC and VLC2 are incomplete and therefore not relasthe cost of rejudging
sufficient documents to make P@20 (precision at 20 documents retriaweghacisons is low, even if
assessors are paid.

Homepage finding and named page finding judgments are both cheap to amdateusable as,
potentially, are those for topic distillation. Manual judging may be required tatilgeanswers which
are duplicates of the listed one or which automatically redirect to it, but judgiregheh two pages are
identical is far simpler than assessing whether their content is relevantpicaltoany case the judging
process is largely capable of automation.

Issues addressed by the VLC/Web Track

Rather than repeating TREC-by-TREC material from the VLC/Web Traekwisws and participant
reports, we draw out the issues which were addressed and summafiselithgs.

Scalability

The TREC-6 and TREC-7 VLC Tracks investigated the scalability of retrsysstiems on various dimen-
sions including query processing time, index size and index building time. rpmisingly, index size
tended to grow linearly with collection size but the scalability of the time measureseva dependent
upon the nature of the particular system and the hardware employed.

Engineering issues
Well-known principles apply in engineering IR systems for high performanc
1. use RAM rather than disk (design data structures to ensure high meefergnce locality, use
compact structures and compression to make best use of limited RAM resjurc
use cache rather than RAM (use tight loops in frequently executesj,cod
use efficient algorithms,
consider potentially lossy optimisations, such as early termination,

a k> wbn

if applicable, minimize communication between processors,

but, as with the scalability, the question of which engineering issues are masttampis system and
hardware dependent.

Inthe TREC-7 VLC Track, the ACSys VLC Medal was awarded to the &gy of Waterloo group
for a) indexing the VLC2 in less than 10 hours (8.53), and b) procesgirges in an average of under
2 seconds (0.882), while c) achieving median P@20 or better. They wdester of four PCs costing a
total of around $US8,500.

In the TREC-8 Large Web Task, an attempt was made to explore the tradeadfe by the partici-
pating systems across five key measures:

1. Speed of indexing;

2. Size of indexes;

3. Speed of query processing;
4

. Query processing effectiveness; and
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Figure 1: Composite results for illustrative runs submitted in the TREC-8 \AkjeTask. Note that the
UNC runs were submitted after the deadline and consequently includeq &igbrpercentage of un-
judged documents. Accordingly, their precision result is very low. Haretheir query processing was
two orders of magnitude faster than the next fastest, scaling other sgméis into oblivion. The AT&T
run was also unjudged due to a formatting problem. The All-Round Best ipatlingtical composition
of the best-achieved result on each dimension. Finally, because AGSysdinated the track, employed
assessors and tabulated results, ACSys results should be regauhedfiasal.
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5. Cost.

Kiviat diagrams were chosen to communicate the tradeoffs. Figure 1 shawis Kiviat diagrams
summarising the performance on each of these dimensions of severat§RES. On each axis, best
performance is represented by a point on the circumference. Fotiefieess, best performance corre-
sponds to maximum P@20 score whereas in each other case best pec®ionaesponds to minimum
score.

To illustrate the scaling process, the smallest index size was achieved by FtjBs9 gigabytes.
(They preprocessed the data to remove binary and non-English daimmifimum was divided by the
actual index size for each run to give a scaled score of 1 for Fujitsaaedre of 0.1 for a hypothetical
index of 39 gigabytes. Scaled scores of less than 0.05 are shown ds pre@sent the creation of spikes
which are too narrow to see.

In TREC-8, the University of Waterloo team demonstrated sub-secoeny guocessing over VLC2
on a pair of cheap PCs which they brought along to the conferenceRECTO, Fujitsu Laboratories
set a new mark for the cheapest system used to run the Large Web takla $WS1700 dual-Celeron
system (648 MB RAM, and 3 x 40gB disks) they indexed the data in just d2emours (including
decompression) and were able to process queries in an average s€6.31

Effect of collection size on effectiveness

Contrary to the expectations of many, e.g. Salton and McGill [38, p. 178]poltservation of all par-
ticipants in the TREC-7 VLC Track was that P@20 was considerably greatestrieval over the full
VLC collection compared with retrieval over a 10% sample of it. Various hygseh were advanced as
to why this might be so and these have been analysed in considerable géfaivking and Robertson
[28] who found that observed behaviour could be well described digreal detection (SD) model with
due allowance for discreteness.

How does Web data differ from Ad Hoc data

In TREC-8, the question of whether the effectiveness of retrievaésyswas dependent upon the type
of data was studied in the Small Web task. The same topics were used in bottl HiecATrack and in
Small Web and they had been developed with both collections in mind. The TEREED Track overview
compares the mean average precision for each of ten matched pairs @fanass Small Web and Ad
Hoc. For convenience the resulting scatter plot is reproduced in Figuree€Pearson R coefficient of
correlation is 0.884, which is significant at the 0.05 level (two-tailed).

Are hyperlinks useful in topic relevance tasks?

Quite a few groups have attempted to demonstrate a benefit of using link iti@nriraTopic Relevance
Tasks (i.e. the well-known TREC Ad Hoc task in which the goal is to find “finsreany documents as
possible providing information relevant to a topic”).

In TREC-8, 20 out of 44 runs in the Small Web Task (WT2g) attempted to éxpik evidence.
Methods employed included sibling pages, Kleinberg hub and authorityéaizihts), PageRank, spread-
ing activation, probabilistic argumentation systems, indegree and outdebieedifferences between
content-plus-link runs and the corresponding baseline were mostly weal and usually negative.
The few large differences were all negative. Both the University afiddatel and Fujitsu Laborato-
ries reported that they could find no correlation between relevance ArRIBE-8 topics and link-based
measures. ACSys found no benefit in the Large Web task from the dBsggeRank scores.
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Figure 2: Average precision on the TREC-8 Small Web Task plotted agaiesage precisions on the
TREC-8 Ad Hoc task for pairs of runs believed to correspond closelgo Ahown is the line of best
(least-squares) fit.

A strong motivation in the replacement of WT2g with WT10g in TREC-9 was the nowber
of inter-server links within the former collection and the possibility that this vespaonsible for the
negative results of the link trials. However, the proportion of TREC-9 M&b Task submissions
which attempted to exploit links dropped to 27 out of 105. Once again, degitachness of the
hyperlink graph in this artificial Web susbset, gains, if any, due to link metfindsiding anchor text)
were inconsistent and at best very small. This was true even when higélant documents were valued
very highly.

The exploration of link methods within the TREC-2001 Topic Relevance Taskless vigorously
pursued. Once again it was shown to be possible to achieve top resutionsirdocument content.

To many, this is a very surprising outcome and one which challenges the Wek'sTclaim to be
doing interesting work. Many find it beyond question that hyperlink methaolk Wwecause a) Google
uses hyperlink methods and b) Google produces good results.

The resolution of this apparent dilemna is straightforward:

Hyperlink and other web evidence is highly valuable for some types afts&sk, but
not for others. Because binary judgements were employed and juddesilonly at the text
of the retrieved pages, the TREC-8 Small Web Task and the TREC-9 Mhimask did not
accurately model typical Web search.

In the next section we cite evidence that, using TREC Ad Hoc evaluation natyygd TREC sys-
tems (without hyperlink evidence) actually outperform well-known Webr@deangines on whole-of-
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Web search. But this is a relatively meaningless victory since, as wasfdidycstated by the panel
of Web search experts at the 2000 Infonortics Search Engines Mertimginfonortics.com/
searchengines/sh00/boston2000pro.html , the TREC Ad Hoc search task [REFER CHAP-
TER 4] is not at all typical of search on the Web.

In prototypical TREC Ad Hoc methodology, the task presupposes a degiead text relevant to a
fairly precisely defined topic, and documents are judged on their owndeigist alone as either relevant
or not relevant.

By contrast, Web searchers typically prefer the entry page of a wellakopical site to an isolated
piece of text, no matter how relevant. For example, the NASA home page wewdrisidered a more
valuable answer to the query 'space exploration’ than newswire artibtasgt dupiter probes or NASA
funding cuts. As a further example, there are estimated to be around 40 midigmages matching the
qguery Microsoft, but web searchers expect that the entry page tdfitialdviicrosoft site will be ranked
first.

People search on the Web for a variety of reasons in which a long wedrtist of matching docu-
ments is not useful. They may wish to visit a site where they can browseformdocal searches, they
may wish to find contact details or to answer a question, they may wish to buyrsomeor alternatively
they may wish to access an online service.

A number of types of search task are listed on Page 14 modelled within the k&ek i which
web evidence (such as anchor text, URL structure and hyperlink nesadurimgs dramatic benefits. The
measures used in these tasks reflect the fact that certain pages,|@dytiite entry pages, are much
more valuable than isolated matching pages.

Web measures are effective at ranking on likely value to the searcitbinihe set of relevant
documents. Note that in Web search literature the teatueis not typically used. Instead, people have
written about importance, popularity, authority etc.

How do TREC systems compare to Web Search Engines?

Two studies involving the present authors [26, 27, 25] showed a signifsuiperiority of TREC systems
over commercial Web search engines on a Topic Relevance task. Irctiraparisons retrieval systems
in the TREC-7 VLC Track were considered to be search engines alhghtéie same incomplete and
out of date crawl. The same queries were fed to a number of public seagaies and the results were
pooled and judged by the same judges who evaluated the VLC submissions.

We also collected the data necessary to compare TREC systems with pulidic segines on the
TREC-9 Online Service location task, but did not publish the comparisoat dversight is rectified
here in Figure 3. The mean precision of the search engines (0.4932)us % higher than the mean
for the best runs from each group. However, the victory to the searghmes is hardly decisive as the
decision to evaluate online service finding for the TREC systems was madeqgeoafter runs had been
submitted.

By contrast, Singhal and Kaszkiel [41] compared a well qualified TRE®m against public search
engines on a homepage finding task and found that the latter were greadiyosu

The difference in outcome of these four studies, highlights to us the impertdmncodelling different
types of search. At the time of the Singhal and Kaszkiel study, TRECragstere not oriented toward
homepage finding and did not make use of link and URL evidence later fiouipel very beneficial on
this task.
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Figure 3: P@10 for 84 online service queries, comparing TREC Lardesgtems with public search
engines.

Different types of search

As noted above, web search takes many forms. The VLC/Web track pbs ek quite a few.

Online service finding

Online service finding is obviously a commercially important type of searchhwigioiot well under-
stood. As noted earlier, the adoption of this task in TREC-9 Large Web eeidet post-submission
and there was no opportunity to tune systems or compare methods. Furthgitrisonot at all clear that
VLC2 was a good testbed for this type of search.

Future work in this area may well involve a specially constructed corpus iisimgp commerce sites
and appropriate reviews and referral agencies.

Homepage Finding

On the Home Page Finding task in TREC-2001, web-specific methods, splgifink anchor text and
URL structure, came into their own. Referring anchor text was shown toghdy beneficial. Craswell
et al [15] and Upstill et al [42] have confirmed this on several diffiemllections. Attempts to use link
graph measure such as inlink counts and PageRank were not assfuiccBsst results on the TREC
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task were achieved by TNO/UTwente who calculated prior probabilities fdrdiit categories of URL
(root, subroot, directory default and file). [45, 32] This was a pnestyp unpublished method and, as far
as we know, is not widely used by search engine companies.

Named Page Finding

Named Page Finding was proposed as a task to see if significant pagasweiné&not site entry pages
also tended to attract links or to be distinguished by the nature of their URies o top performing
runs in the TREC-2002 task used a fusion of different methods, incluaticgortext, but did not gain
benefit from URL structure, URL length or inlink count. [47, 13].

Mixed Named Page / Homepage

In TREC-2003, 300 navigational queries were generated by NISiipdsing a 50/50 mixture of home-
pages and named pages. Overall, it seemed useful to consider diffie@ment representations or
surrogates (such as referring anchor text) and to fuse results. trintige gave mixed benefit. A
number of attempts to switch retrieval methods based on automatic classificatjoargftype showed
promise but didn’t surpass the best other methods.

Topic Distillation

Topic Distillation was proposed as a task to see if Web-specific featuresasumks and URL structure
could be used to distinguish key resources from among the set of pelgeant to a topic. By key
resources, we meant the type of resources which a human editor mightdist a subject category in
the DMOZ, Yahoo! or LookSmart online Web directories.

If a purely automatic system could produce a high-quality DMOZ-like dirgchoresponse to a
subject category as query, not only would there be a major potentiabsaMimuman effort, but searchers
would not be restricted to categories previously identified.

Unfortunately, in TREC-2002, the intended nature of Topic Distillation wasefffectively com-
municated by the organisers to assessors and participants. As a redwolpitsechosen sometimes
corresponded to no key sites within .GOV. Indeed, the lists of key respuvere qualitatively different
to DMOZ lists and tended to be isolated pages which the assessors feltigiagedignificant.

Topics were defined in standard TREC format and included a descriptmn,

<top>

<num> Number: TD26

<title>Nuclear power plants</title>

<desc>Description:

Operational and safety information associated with nuclea r power
plants.

<ftop>

Sometimes, as in the example shown, the description tended to narrow the defifiitiee topic,
encouraging the choice of single documents rather than sites.

Results for 2002 were inconclusive due to confusion about the tashitaefi Participants who
developed algorithms biased in favour of retrieving sites rather than indivjfthges were unable to say
whether their methods were effective.
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In TREC-2003, the Topic Distillation task was redefined. This time systems rgqtéred to find
entry pages to web sites devoted to specified broad topics. This definitidout excluded some key
single-page resources but was well understood by participants seslsass and enabled participants to
focus on web-specific attributes of the problem.

To illustrate, the official answers to the topic 'cotton industry’ included haagep of the Cotton
Pathology Research Unit, the FAS Cotton Group, the Western Cotton Rledeaoratory and the
USDA Cotton Program.

Readers are referred to [16] for details of experiments and conchidiogeneral, referring anchor-
text was found to be useful, and URL structure and link counts were alpfuh

A number of participants noted that the TREC-2003 topic distillation task was egptesentative
of real Web search.

Evaluation methodology for Web retrieval

Many of the methodological decisions taken in the Web Track are relativelgniroversial but some
guestions have not been fully resolved. Issues in the evaluation of daliich engines are addressed
in [18, 14] and [25]. The key issue of using measures and judging oigins appropriate to the type of
search, applies equally in test collection evaluations.

Evaluating the effectiveness of Navigational search

Home page and named page finding tasks are easy to judge, introducingy@mynor complication
of multiple URLs for the same page. The judging criterion is, “is this the pagentada?”, i.e. the
homepage of the entity | was thinking of or the page | named.

For navigational tasks, successiadocuments retrieved (i.e. did the right answer appear in the first
n results) or mean reciprocal rank of the first right answer are suitaldsumes. An even better measure
might weight the ranks according to relative prominence within the result list.

For example, the first item in the list is more prominent than the rest; ltems “ahevild” (i.e.
those which can be seen without scrolling) are more prominent than thioseihdtems on the first page
of results are more prominent than the second. However, these weigtiépgad upon the formatting
of the results page, the number of results presented per page and thitlsezbrowser window in which
the searcher is viewing the results.

Evaluating the effectiveness of Informational Search

Three types of informational search may be identified:

TREC ad hoc Find me a selection of documents relevant to this topic. For example, “I'm wréing
paper on this topic and | need background information on all aspectsgkusnces”. The TREC
ad hoc methodology is generally applicable apart from presentationakistiscussed below and
the greater prevalence of duplicate and near-duplicate documents.

A further methodological issue considered by the Track is that of indiedevance - whether
documents which link directly to a relevant page should be considered padfyl. There is no
simple answer because the usefulness of a link depends upon how manguitjoing links there
are from that page, how prominent the link is on that page, and how easylit be for a searcher
to tell that the link was likely to lead to relevant content.
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Topic distillation Make a list of the key resources on some broad topic, similar to those compiled b
human editors at DMOZ, Yahoo! or LookSmart.

It is vital to understand, but difficult to explain, how very different thipayof search is from that
which we have just labelled “TREC ad hoc”. Unlike newspaper archizpesented in TREC Ad
Hoc, the Web (like many other webs):

e is organised into sites, each of which typically provides an entry pageggarroverview of
the site, navigational links to subsites and a local search capability;

e is extensively interlinked,;
e provides services as well as information; and

e can instantaneously generate customised documents in response tésrésuasas theatre
seating availability).

These characteristics allow webs to be used for different purposksramurage the use of the
“search-and-browse” paradigm in which the searcher types a louoexy, gets a list of prominent
websites, goes to one or more of the sites and browses (or searcladly) 1By visiting the site
entry pages the searcher quickly acquires an understanding of haapileds organised, what
vocabulary is used etc.

To illustrate, imagine a prospective Computer Science PhD student hak dfettwe discipline
of Information Retrieval and would like to know more about it: read an intotahy textbook,
find out who are the leading researchers, list some active departmeats vihich are the main
conferences, and so on.

If we pretended that the Web were a structureless, unlinked, sonargsaised newspaper archive,
then the query “information retrieval” would return huge numbers of matcowments (as at
18 May 04, Google estimated 2.7 million, Yahoo! 4.6 million) and the ranking wouldased
on the similarity of the text to that of the query (essentially the density of nefeseto those
terms.) If someone had created a document containing nothing but a duegetitions of the
phrase “information retrieval”, that document would almost certainly ramsk fiSuch a ranking
is very unlikely to provide quick access to the sort of understanding tiedandidate wanted
and it is almost certain that a chain of queries would ensue, trying to naoam to the valuable
information expected to be there.

By contrast, rankings produced by the two large-coverage Weblssargices at the time of
writing (Google and Yahoo!) do an impressive job of presenting a list pf&esources on the first
page: the home page of the van Rijsbergen textbook, an IR bibliograghyothe page for CIIR at
UMass, a site devoted to the Baeza-Yates & Ribeiro-Neto textbook, th&Sih&irmation server,
the homepage of the Information Retrieval journal, key sites on chemicaldrRraisic IR and an
IR research directory on Searchtools.com. One may argue that certaide$erved to be ranked
above others but, for the hypothetical student with their hypotheticalregant, these results are
a goldmine at the price of a query so obvious that any such student is ali@koof it and no
student is too lazy to type it.

Several desirable features of both the Google and Yahoo! rankingisisaquery are immediately
apparent (try it for yourself!):

1. The results are at the right level in the site hierarchy: The CIIR hogeegia.cs.
umass.edu is presented ahead of its pareamstumass.edu and its estimated 10,500
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children; The van Rijsbergen textbook is represented by it's entrygpegfather than by ar-
bitrary individual chapters; Hearst’s site on the Baeza-Yates & Rill¢at textbook is rep-

resented awww.sims.berkeley.edu/ ~ hearst/irbook/ rather tharwww.sims.
berkeley.edu/  ~hearst/ because the parent site is not restricted to Information Re-
trieval.

2. No single source (publisher) of information dominates the ranking. Additicesults from
the same sites are hidden behind a “more results from this site” link.

3. The listed resources are generally well-known and reputable.
4. There is a diversity of resource types.

These positive attributes informed the TREC-2003 methodology for evaijutaiic distillation.
Key resources were constrained to be site entry pages which:

e were principally devoted to the topic,
¢ provided credible information on the topic, and
e were not part of a larger site also principally devoted to the topic

No reward was given for diversity among the results returned, but the triteria adopted prevent
credit being given for multiple results from the same source.

Systems were compared on the basis of their ability to retrieve as many keyaesas possible
early in the ranking. The first ten results were judged &sBrecision (i.e. precision wheR
documents have been retrieved whé&é the number of known key resources) or mean average
precision measures were calculated. No reward was given for tijwefgesource types and all
key resources were judged to have the same value.

Note that finding the appropriate level (within XML elements and sub-elemfartan answer is
also a major issue in XML retrieval.

Q&A What is the answer to this question? For example, I'm competing in “Who warie tomil-
lionaire” and | need help. Q&A tasks have been shown to be well suited tobaeWdronment
(e.g. [37]) but have not yet been evaluated within the Web Track. &sadle referred to [REFER
CHAPTER 10] for discussion of methodological issues.

Evaluating the effectiveness of Transactional search

It seems appropriate to evaluate online service finding in similar fashion tonatwnal search, varying
only the judging instructions. Measures such as P@n and averageiqesgem appropriate because
it is likely that the searcher wants to see a selection of sites providing thieeseérvorder to be able to
compare prices and service details.

Definition of a suitable test collection, including a wide range of e-commerceiie useful review
and directory pages, would be essential to a meaningful evaluation.

Evaluating the effectiveness of Exhaustive search

Recall-oriented search may be important on the Web or within an enterprgse Earon) for legal

reasons or for creating lists which need to be complete. For example, lffindl@apages which mention
my name”, “find the homepages of every Computer Science department imttezl $tates”, “find all
the pages which link to the W3C website”, “find all pages which contain eawmdavaScript”, or “find

every page on the web which makes a claim that eating Brand X hamburgdssiteobesity.”
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Exhaustive search might seek pages which could also be valid targetsigational, transactional,
or informational search, but often the motivation is different. | might compiistaf all pages where |
can buy MP3 players, but not because | want to buy one.

The challenge for future evaluations of Exhaustive search is to findteliachniques for estimating
the full set of matching answers for non-trivial requests. Comparigeystems can be done quite easily
but, in exhaustive search, absolute recall is also of interest.

Finding all documents containing the word TREC is an example of a trivialestguthe population
of relevant documents is easily determined but it is also to be expected yHauigdfree retrieval system
should be capable of achieving perfect recall within a fixed text collecfion the Web itself, incomplete
recall could result from deficiencies in crawling.) By contrast, findingcpdents for a particular legal
issue is fraught with difficulty, because no single term can actually captuagis required.

The problem of exhaustive search evaluation, is superficially similar toofhe@stimating animal
populations, where mark-recapture methods [40] can be effectivéortunately such methods make
assumptions which are not easily satisfied in document retrieval. In partiellvant documents have
unequal probabilities of being “captured” by a particular retrieval amal exactly the same set of relevant
documents will be captured by a subsequent retrieval run with the sasr®a@iars.

One possible approach might be to seed the test collection with a Bekiwdwn relevant documents
chosen in such a way as to be representative of the complete populatiossifilp relevant documents.
A retrieval run over the test collection (plus seeds) which retriévefithe seeds andother documents
judged to be relevant could be used to infer that the number of relevanthdmts in the original test
collection wask = % Multiple heterogeneous retrieval runs could be used to derive andarerap
variety of estimates oR.

In estimating populations of relevant documents, there may be value in strgtlfyirdegree of
relevance, e.g. on a seven-point scale. Intuitively, estimates of thdapiopuof very highly relevant
documents may be more reliable than those for the population of those whipkrgykerally relevant.
Furthermore, when rating the usefulness of retrieval tools in exhaustiveval applications, recall of
highly relevant documents should weigh more heavily.

Note that the density of relevant documents in large collections is too low to peffettive estima-
tion by random sampling.

Presentational issues in Web search evaluation.

The way in which documents are presented to Web Track assessorsisriasignificant than was the
presentation of text-only documents such as newswire reports in the TREGcaask. For example,
if a book about “Estimating Animal Populations” were published on the web it tlighrepresented as
a number of separate pages: entry page, table of contents, a pagelat@apter, and an index. If the
entry page consisted only of a scanned image of the front cover with a litilettable of contents, it
would be judged irrelevant (in TREC ad hoc) to the topic of “animal populatidghthe judge saw only
the (empty) text content, even though it is arguably the best entry to thetlogle

Ideally, assessors should experience exactly what a real Welheeamuld experience if they were
carrying out the task in question.

The logistics of presenting pages in a static collection as though they wepals is fraught with
difficulty. If the judging interface allows viewing of images and following of knkn the live Web,
there is the risk that the images and target pages will have disappeareahged since the corpus was
gathered. On the other hand, if a proxy server is used to serve imagéaled pages from within the
corpus, many links will be dead because they lead outside the corpus.

Two Web-specific presentational issues are worthy of mention. If oge @atomaticallyedirectsto
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another via standard HTTP or HTML mechanisms, both pages should d@legbas correct since what
the searcher experiences is more or less the same regardless of whidhéyRselect. This is another
source of duplicate content. There are additional difficulties in the cafsarnésets

e The document which specifies the frameset may have no content at aiblgute the appropriate
answer to a transactional or informational query because of the usmitént in its subsidiary
frames (which will be seen by the searcher when the container page lsydidj

¢ Retrieval systems may retrieve individual frames which are not desigres dsplayed in isola-
tion. How should these be displayed for the purpose of judging?

In early VLC and Web evaluations, assessors saw only rendered tiet page being judged. They
could not see images or follow links. This may mean that certain pages whigll Wwe considered
useful in real search are judged useless.

When the .GOV collection was crawled, images and PDF files etc within .gov \aeeel sHowever,
logistics dictated that they be separated from the text version of the collentidmot distributed to
participants. This was done because the non-text data size was abptitfes that of the text, too
large to conveniently distribute via CD-ROM. However, CSIRO has recestélsted distributing test
collections on large capacity ATA hard-drives and will make the .GOV imagddmaries available on
this medium, if required.

The TREC-2002 Interactive Track made use of the .GOV collection viamlseagine (Panoptic,
www.panopticsearch.com ) operated by CSIRO. In 2003, the Interactive Track became a sub-
track within the Web Track and studied topic distillation tasks within the .GOV collecfidris time,
the Panoptic search engine was operated by NiiSiigt.gov ) and a mechanism was set up by lan
Soboroff by which images and links were mapped to targets within the origiaal aather than on the
live Web.

VLC/Web Track influence outside TREC

A cursory survey of recent conference proceedings and joissaés reveals that the resources created
by the VLC/Web Track are being used quite routinely in studies reportetlelfREC. For example, in
the years 2000-2002, eight SIGIR papers [34, 2, 44, 15, 32 3%]4nd four TOIS articles [12, 11, 10, 9]
made use of VLC/Web data and several others referred to the track orthisdotogy. A glance at the
same forums for 2003 suggests that usage of VLC/Web Track resoanckresults is increasing still
further.

It is clear that the VLC/Web collections are being used quite widely for tuniiegeloping and
evaluating commercial systems. Examples for which information is available giclud

e Copernic Enterprise Search, a commercial search engine speciallye@dar small and mid-
sized enterprises (typically having 5000 to 2 000 000 documents).

e IXE, a C++ class library for indexing and search that is being commeradbigédeare SpA. The
product has been used to build several search services, including search at www.repubblica.it,
one of the major Italian newspapers.

e Microsoft is using Web Track data (among other corpora) to prototypeekealgorithms which
are intended for future product releases.

e Panoptic, CSIRO’s metadata-plus-content enterprise search enginewitB0 commercial cus-
tomers.
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e TechRoute Chinese language search engine, which is already usedyilorgaizations.

The collections have been distributed to more than 120 organisations wioldd-WMany of these
groups have not yet participated in TREC.

Limitations of the VLC/Web Track

The VLC/Web Track draws on admirable TREC traditions of building test cidles and encouraging
group experiments. These are strengths but they also impose limitations:

e It is not feasible to work with collections whose size and link graph complexin @pproaches
that of the Web. The logistics of distribution are too difficult and too few pigaiats would be
able to work with the data. The track can have little to say to Web search ergim@aaies about
scalability, efficiency, or large scale graph algorithms.

e The static nature of test collections makes it difficult to use them to exploégms in the areas
of crawling or spam rejection.

However, evaluation methodologies applicable to the whole of the Web caxph@ed in smaller
collections. New methods and ideas may also be prototyped and tested onERecbRections, pro-
vided results are not extrapolated to the whole Web without appropriatatiahd

Furthermore, enterprise level search (such as modelled .GOV) is comhyearid scientifically
interesting in its own right. Experimental findings at this scale are applicablege tumbers of search
products, potentially affecting a huge number of enterprise/intranettssarvices.

Resources for ongoing experimentation

Table 2 details the test collections which have been created in the course\df@Web Track. Table
3 details server and connectivity properties for the web collections. Tlatd¢ails the breakdown of the
.GOV collection by mime type. Images and the original forms of PDF, mswordaatouiid 60gB) were
collected and saved. As previously noted they have been used to peofrioleen context for the .GOV
collection in the 2003 Interactive experiments.

Likely Future Directions

At the time of writing, guidelines for TREC-2004 Web Track activities are péimalised. Activities are
likely to include a mixed Homepage/NamedPage/Topic Distillation task on the existing c@li@ction
and some exploratory search tasks within a single-enterprise collectisistiog of both websites and
email messages.

Enterprise search is economically very important and there is a strongiugctn the Web Track to
move in this direction though the challenges are considerable. [1, 17, 21]

Also in TREC-2004, a preliminary version of a new Terabyte Track wilivethe tradition of larger
scale retrieval within TREC. A new, deeper crawl of the .gov domain has beade, resulting in a
collection of approximately 400 gigabytes and 27 million documents. It will beibiiged by CSIRO on
a single ATA hard drive.
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Table 2: Summary of test collections used in VLC and Web Tracks from I#8vard. CSIRO-
distributed collections are accessible ggcsiro.au/TRECWeb/

Ave. Doc.| Caoll.
Collection | Data #Documents Size Size | Availabity | Notes
VLC Mixed 7,492,048 2.8k | 20gB | - No longer distributed.
ad hoc
and Web
VLC2 Web 18,571,671 5.7kB | 100gB | CSIRO From Internet
(WT100g) Archive 1997 crawl
1% and 10% samples
defined & distributed.
WT2g Web 247,491 8.9kB | 2.1gB | CSIRO Subset of VLC2
(with doc. renaming)
WT10g Web 1,692,096 6.2kB | 10gB | CSIRO Subset of VLC2
(with doc. renaming)
.GOV Web 1,247,753 15.2kB| 18gB | CSIRO UWaterloo 2002
crawl of .gov domain.
In crawl order.
Early termination.
Images etc saved.
.GOV2 Web 27M 15kB | 400gB | CSIRO NIST/UWaterloo 2004
more complete crawl of .gov domait
Under Construction

Table 3: Link and server statistics for the Web collections. Link density isizkd by dividing the total
number of within-collection links (either inlinks or outlinks) by the total numbepafes. Cross-server
link density is calculated by dividing the total number of within-collection cressrer links (either
inlinks or outlinks) by the total number of servers. In the case of WT1@g@®V connectivity files are
distributed on CD-ROM with the data. The same information is available for Wiicitg the Web Track

website.

pages/ link | cross-server connectivity
Coll. servers| server| density link dens. data
VLC2 117,101 159 on tape
WT2g 4.71 Website
WT10g | 11,680 144 4.77 14.7 | on CD-ROM
.GOV 7794 160 8.95 317 | on CD-ROM

22

n.



Table 4: Types of document (mime-type) within the .GOV collection. (Excludmgtext documents.)

text/html | appl/pdf| text/plain | appl/msword| appl/postscript| other
1,053,110| 131,333 | 43,753 13,842 5,673 42

Conclusions

The VLC/Web Track has shown that, in appropriately constituted weblsesaatuations, retrieval meth-
ods based entirely on document content can be substantially outperfoynagiders which make use of
“web evidence”, such as anchortext, link measures, and URL or sitetwteu This has been demon-
strated for both informational (topic distillation) and navigational (homepagknfy and named page
finding) tasks. It is probable that “web evidence” will in the future benidto be similarly important in
transactional tasks. It is also possible that page popularity measucbsa&ulick-through data) may be
useful in web search.

This conclusion is unsurprising as commercial search companies hawa Koo years that web
evidence was invaluable when searching the whole Web. However, tkehaa shown that the nature
of the task is important, and contributed an understanding of the relative mienitany different types
of web evidence. Anchor text evidence is highly effective on a rarigasis and in many different
webs. Query independent evidence is harder to exploit because rédhesity to combine with query-
dependent scores. URL structure is highly effective when websigestatic but less so when sites are
dynamically generated and URLs have the same form. In enterprise-sebtewhere spam is not an
issue, simple inlink counts seem to work as well as more sophisticated vauahtas PageRank.

The discovery, within the Track, that URL structure could be exploitegcéffely was a novel con-
tribution.

Another significant outcome of VLC/Web Track (and related) experimesdsleen to demonstrate
that web evidence can strongly contribute to effectiveness even invedatiny webs. Significant ef-
fectiveness gains due to anchortext and other web evidence havelbeemented in search tasks over
.GOV (1.25 million pages) and even over the artificially constructed WT2g c¢imle¢0.25 million
pages). Within enterprise webs of only a few thousand pages, andramteother web evidence can be
used to identify key sites from within large numbers of “relevant” pages.

Many participants and onlookers were shocked when initial Web Trapkrearents using TREC
Ad Hoc methodology showed no benefit whatever from the use of weleregd In hindsight, the
explanation is breathtakingly simple — the evaluation methodology did not @elyurgpresent the major
phenomenon (typical web search) we were purporting to study.

The reality is that many web searchers regard entry pages of autheritatevant sites as more
valuable than are isolated pieces of relevant text. They have come tot ékpeentry pages of key
relevant sites will appear at the top of search engine rankings.

An effective web search tool must be able to support the searchamdse paradigm by bringing
the most valuable matching resources (frequently site homepages) to thehitgppreventing the list
from being flooded by pages from a single source. Our early evalsa@dad to recognize this, and we
scored individual pages on their text content only, using only a birzales For searchers prepared to
treat the Web as a newspaper archive and scan thousands of relegaments, this was acceptable, but
on the Web such people are a rare breed.

More recent evaluation methodologies adopted by the track, such as fageeapd named page
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finding and the 2003 Topic Distillation task, have rectified the methodologylgmoby considering
only the most valuable web sites (or specific named pages) on a topic. Trzaah automatically
penalises multiple results from the same source and gives infinitely higher teathe most valuable
resources than to individual relevant documents.

A more subtle evaluation methodology seems possible in which retrieved dotsuaneigiven scores
(across a wide range, not just a few degrees of text match) commensuttathe value they have to the
prototypical Web searcher. The formulation of such a scoring functmmdvhave to address the issues
of duplicate documents and source diversity and would probably seoodar duplicates and fractions
for subsequent documents from the same source. Such a methodolddyacgely avoid the need for
segregating tasks into search types (e.g. topic relevance, homepage, ftogic distillation) as topics
for which there were no key websites or other extra valuable resowmmas automatically fall back to
evaluation in standard TREC ad hoc fashion.
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